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1	Impacts
{For Normative work, identify the anticipated impacts. For a Study, identify the scope of the study}
	Affects:
	UICC apps
	ME
	AN
	CN
	Others (specify)

	Yes
	
	X
	X
	X
	

	No
	X
	
	
	
	

	Don't know
	
	
	
	
	X



2	Classification of the Work Item and linked work items
2.1	Primary classification
This work item is a …

	X
	Study 

	
	Normative – Stage 1

	
	Normative – Stage 2

	
	Normative – Stage 3

	
	Normative – Other*




2.2	Parent Work Item

	Parent Work / Study Items 

	Acronym
	Working Group
	Unique ID
	Title (as in 3GPP Work Plan)

	AMMT
	SA WG1
	920037
	AI/ML model transfer in 5GS

	AIML_MT_Ph2
	SA WG1
	950008
	Study on AI/ML Model Transfer Phase 2

	FS_AIMLsys
	SA WG2
	940071
	Antecedent Stage 2 study item

	AIMLsys
	SA WG2
	980019
	System Support for AI/ML-based Services

	FS_eNA_Ph3
	SA WG2
	[bookmark: bm940073]940073
	Study on Enablers for Network Automation for 5G - phase 3

	eNA_Ph3
	SA WG2
	980020
	Enablers for Network Automation for 5G – phase 3

	FS_NR_ENDC_data_collect
	RAN WG3
	801000
	Study on further enhancement for data collection

	FS_NR_AIML_Air
	RAN WG2
	940084
	Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface



2.3	Other related Work Items and dependencies

	Other related Work /Study Items (if any)

	Unique ID
	Title
	Nature of relationship

	
	
	



3	Justification
Over the last few releases, 3GPP specifications have defined the network solution frameworks to support mobile network AI/ML operation and to provide assistance to support application AI/ML operation.  However, both frameworks are focused on the single domain, i.e. 5G Core Network domain and the Application domain.  In the recent 3GPP release, the AI/ML support in the RAN domain has triggered the study on the enhancement for data collection for NR and ENDC  (FS_NR_ENDC_data_collect) which examines the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces as described in TR 37.817, and also the study (FS_NR_AIML_Air) on the enhancement to the air-interface with features in order to improve the support of AI/ML based algorithms to enhance the RAN performance and/or reduced complexity/overhead as described TR 38.843.  The RAN study also considers various levels of collaboration between the gNB and UE to support the RAN domain AI/ML operation.  

During the RAN study, requirements arose which require the support from 5G Core and/or from OTT to assist the RAN AI/ML model transfer and delivery.  Two possible sources to trigger the RAN AI/ML model transfer and delivery – (a) OTT approach and (b) 5G Core approach.   For (a), it considers the AI/ML model comes from the OTT server.  For (b), it considers the AI/ML model to be provided by the 5G Core.   In both options, such RAN AI/ML operation requires the assistance from 5GC for the QoS transport across the air interface between the 5GC and the UE, the Model identification and/or registration, the Model information provisioning as well as the data collection and the performance monitoring to support the AI/ML model training and model management operation, all these aspects require the study on how to leverage the existing and/or the enhancements to 5G Core to provide the assistance.  

Another important aspect to support the RAN AI-based positioning.  Two approaches are being defined – (i) Direct AI/ML positioning (D-AIML) where the AI/ML model output is the UE location (e.g. fingerprinting based on the channel observation as the input of the AI/ML model), and (ii) AI/ML assisted positioning (A-AIML) where the AI/ML model output is the new measurement and/or the enhancement of the existing measurement (e.g. assistance information could be LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement).  The impacts to 5G Core to support these two approaches need to be examined in this study. 

The 5G Core assistance framework to assist the Federated Learning support for the application AI/ML operation in Rel-18 leverages mainly based on the Horizontal Federated Learning (HFL) technique.  When assisting the OTT to determine the target QoE, the vertical Federated Learning (VFL) leverages the datasets for the corresponding features from different domains, e.g. (a) network information from the NF(s) within the 5G Core domain such as slice status, policy configuration etc., the UE information within the UE domain such as the UE power level, trajectory etc. and the application information within the application domain such as the applied codec, QoE metric etc. to perform the AI/ML training or inference operation.   All these datasets of the corresponding features are target to the same label of a specific application.   By applying the VFL technique across multiple domains, it can provide a more accurate and predictable result corresponding to the QoE label, and in addition, VFL collaborative training and inference could leverage the use of the local data within each domain without sharing them across the domains.  

While the fundamental 5GC assistance for the AI/ML operation framework to assist the application AI/ML operation has been defined in Rel-18, more optimized and efficient AI/ML techniques, i.e. Transfer Learning to expedite the AI/ML model training operation when the training model for UEs which share similar user characteristics/factors such as location, QoS, trajectory, applied policy, etc.  

Another important optimization techniques to ensure the effective use of the network resources while improving the overall system performance, capacity and coverage to support the AI/ML operation is by leveraging the 5G system side link (i.e. PC5) capability to support: (a) proximity-based work task offloading, (b) model distribution and (c) distributed/federated learning and inference. The use cases and requirements are defined in TS 22.261, R19 SA1 AIML-ph2.

As 3GPP evolves the network services to support the various vertical applications, more complexities are imposed to the vertical consumers to be savvy on the usage of the 5G System Service APIs.  In order to promote the 3GPP network services to vertical consumers to leverage the 5G Core assistance for the application AI/ML operation, it would be beneficial to enable 5G Core to convert a list of AF’s composite service requests into a list of service APIs for 5G Core to process.    

During Rel-18, there is an outstanding item from AIMLsys intended to enable the exposure of 5G Core information to UE to support the AI/ML operation.  Such service exposure support would be necessary in order to enable the UE to meet the inference performance when assisting the AI/ML operation for an application that imposes stringent round trip time for local training/inference operation (e.g. AR/VR glasses).  The past incoming LS from 5GAA have identified the V2X scenarios and performance requirements that can be benefit by this capability to adopt the changing condition in-time to support the auto-driving, especially one cannot always assume the UE to hold an active connection to the application server.  

The intent of this study is to analyse the system impacts for the list of system requirements described above, and to define the appropriate solutions to address the list of requirements.   More details of the objectives of this study are presented in the clause 4 below.   


4	Objective
Disclaimer: The RAN AI/ML related objectives below include all the current options that are under considerations in RAN study for the AI Model Transfer/Delivery (including the data collection aspects) in order to capture the considerations of the system impacts.  Once the RAN agrees on specific option in the conclusion of their study, the corresponding objectives for the excluded option(s) will be removed and consequently, the overall TUs will be reduced respectively.   
According to the list of justifications as described in clause 3 above, the objectives for this study are as follows: (To be updated based on the conclusions of the parent study/work items.)
WT#1 studies potential enhancements to enable 5G system to assist cross-domain (i.e. UE, 5G Core, application) application AI training and inference to verify and/or to predict the QoE performance 
· WT#1.1 studies how to support feature determination and alignment across domains according to the target Label when applying the VFL operation;  (1/0.5)
· WT#1.2 studies how to identify/select the required NF(s) within the 5G Core domain corresponding to the local feature to collaborate on the VFL operation (i.e. training or inference).  (1/0.5)
· WT#1.3 studies the required policy configurations and enhancement, if needed, to support the VFL operation (i.e. training or inference).  (0.5/0.25)
· WT#1.4 studies the proper transport mechanism to support the cross-domain AI model training/inference data transfer. (0.5/0.25)
WT#2 studies 5G Core assistance for AIML related data exchange between UE and core network/OTT server where the source of the model can be either from (a) OTT server, or (b) 5G Core
· WT#2.1 studies what and how OTT server or 5G core collects necessary data from UE in order to support the model training and performance monitoring of the entire operation with the considerations of the architecture enhancement which have been studied in R17 eNA and R18 AIMLsys.  (0.5/0.25)
· WT#2.2 studies whether and how to support the RAN AI/ML model transfer/delivery including model identification/registration between the UE and the 5G Core to enable the selected UE to receive the corresponding model and study how to deliver the model from OTT server or from 5G Core to UE with the considerations of the possible resolution which have been studied in R17 eNA and R18 AIMLsys. (1/0.5)
· WT#2.3 studies how to enable the efficient 5G Core information exposure to UE with the considerations of the architecture enhancement which have been studied in R17 eNA and R18 AIMLsys to assist the application AI/ML operation for in-time message delivery and provide pre-alerting (e.g. QoS change) with high information accuracy within the Allowed Anticipated Notification Time, e.g. Event to be happened in 10 seconds, as indicated in the pass incoming liaison from 5GAA . (0.5/0.25)
· WT#2.4 studies the required QoS and policy control to support the RAN AI/ML model transfer/delivery (including the data collection) to/from the UE regardless of the source of the model coming from OTT or from 5G Core.  (0.5/0.25)
WT#3 studies 5G Core assistance for RAN AI-based Positioning either via (a) Direct AI/ML positioning (D-AIML) approach, or (b) AI/ML assisted positioning (A-AIML) approach
· WT#3.1 studies the impact to 5GC/LMF on how to support AI training/inference of the positioning model w.r.t. D-AIML or A-AIML approach, e.g. selecting the proper UE to participate in the positioning model training and inference (0.5/0.25)
· WT#3.2 studies what and how the 5G Core collects necessary data to support the positioning model training, inference and performance monitoring as well as the required signaling support for controlling and managing the model training, inference and performance  (1/0.25)
WT#4 studies the 5GC assistance to support the Transfer Learning/Fine Tunning when it is requested by the 3rd party AF to expedite the model training or inference operation
· WT#4.1 studies whether and what to extend the Member UE selection to support the Transfer Learning  (0.5/0.25)
· WT#4.2 studies whether and what to extend for the QoS and Policy control as well as the for the service provisioning for the traffic to support the Transfer Learning (0.5/0.25)
· WT#4.3 studies what and how to transfer the AI model between the UEs (e.g. via local routing through the 5G Core or via the sidelink).  (1/0.5)
[bookmark: _Hlk134537489]WT#5 studies how to leverage the side link to support proximity-based task offloading, model distribution and joint distributed/federated learning.
· WT#5.1studies how to enhance ProSe discovery to select relay UEs which are capable of performing proximity-based work task offloading, discovering the target UEs which are willing to distribute AI/ML model for a specific service, and discovering the UEs which are in the same group for FL task via side link. (0.5/0.25)
	Note: As defined in SA1 TR 22.876, a Proximity-based work task offloading implies a relay UE which receives data from a remote UE via direct device connection and performs calculation of a work task for the remote UE. The calculation result can be further sent to network server.
· WT#5.2 studies how to extend Member UE selection mechanism to select UEs to participate in the distributed/federated learning (incl. joint inference) via side link. (0.5/0.25)
· WT#5.3 studies mechanism to predict and expose the changes of the network condition (e.g. capacity, availability) in order to determine the usage of side link. (0.5/0.25)
· WT#5.4 studies the QoS and policy control enhancement to support AIML model related data transmission via side link e.g. QoS compatibility between the PC5 and Uu, monitor the aggregated QoS consumption against the pre-configured threshold to ensure no overload to the Relay UE when connecting to the Remote UE(s) which are participating in the FL/Inference operation. (0.75/0.25) 
WT#6 studies how to translate the composite AF request into the corresponding 5G Core API service requests to initiate the 5G Core assistance for the application AI/ML operation.  (1/0. 5)


TU estimates and dependencies
	Work Task ID
	TU Estimate
(Study)
	TU Estimate
(Normative)
	RAN Dependency
(Yes/No/Maybe) 
	Inter Work Tasks Dependency 


	WT#1
	3
	1.5
	No
	All sub work tasks are inter-dependent from each other

	WT#2
	2.5
	1.25
	Yes (RAN lead)
	WT#2 is dependent on WT#3, and all sub work tasks are inter-dependent from each other

	WT#3
	1.5
	0.5
	Yes (SA lead)
	All sub work tasks are inter-dependent from each other

	WT#4
	2
	1
	No
	All sub work tasks are inter-dependent from each other

	WT#5
	3.25
	1.5
	No
	All sub work tasks are inter-dependent from each other

	WT#6
	1
	0.5
	No
	Independent

	Total
	13.25
	6.25
	
	



Total TU estimates for the study phase:  13.25 
Total TU estimates for the normative phase: 6.25
Total TU estimates: 13.25 + 6.25 = 19.5  

5	Expected Output and Time scale
{If this WID covers both stage 2 and stage 3, clearly indicate the different completion dates.}

	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	Internal TR
	23.xxx
	Study for supporting AI/ML operations across multiple domains
	TSG#104 (Jun. 2024)
	TSG#105 (Sept. 2024)
	




6	Work item Rapporteur(s)
{Mandatory: <FamilyName>, <GivenName>, OPPO, <email address>}
{Optional: <FamilyName>, <GivenName>, <Company>, <email address>: Secondary task(s)}
The first listed Rapporteur is the work item primary Rapporteur. 

7	Work item leadership
SA2

8	Aspects that involve other WGs
SA3 for the Security aspects, SA5 for the Charging aspects, RAN WGs for the RAN related issues, CT1 for network selections aspects.

9	Supporting Individual Members

	Supporting IM name

	OPPO

	

	

	

	

	






